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A model that solves simultaneously both the electron and atomic kinetics was used to generate a synthetic
He� and satellite x-ray spectra to characterize a high intensity ultrashort laser driven Ar cluster target experi-
ment. In particular, level populations were obtained from a detailed collisional-radiative model where colli-
sional rates were computed from a time varying electron distribution function obtained from the solution of the
zero-dimensional Boltzmann equation. In addition, a particle-in-cell simulation was used to model the laser
interaction with the cluster target and provided the initial electron energy distribution function �EEDF� for the
Boltzmann solver. This study suggests that a high density average, �Na�high, of 3.2�1020 cm−3 was held by the
system for a time, ��, of 5.7 ps, and during this time the plasma was in a highly nonequilibrium state in both
the EEDF and the ion level populations.
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I. INTRODUCTION

Intense ultrashort laser irradiated rare-gas cluster targets
are of considerable interest due to their extensive x-ray emis-
sion in the keV energy range and their production of highly
energetic electrons and ions �1–4�. Such qualities have led
applied scientists to consider these targets as debris-free
x-ray sources for nanolithography and biological imaging as
well as ion and neutron sources.

Spectroscopic modeling of intense ultrashort laser irradi-
ated targets has predominately relied on steady state models
with electron energy distribution functions �EEDF� com-
posed of a low temperature Maxwellian containing the bulk
of the free electrons with a high temperature component con-
stituting a small fraction of the total population. Though this
type of model has been successful at describing the effects of
hot electrons on the x-ray spectra, it relies on the unrealistic
assumption that the EEDF is in steady state �5�.

In this work, a coupled electron kinetic and collisional-
radiative model has been used to describe the time evolution
of the EEDF, level populations, and x-ray spectra beginning
immediately after the end of the main laser pulse and ending
at an estimated time, ��, when the density of the expanding
cluster is expected to fail to produce, to any spectroscopi-
cally significant amount, He- and Li-like transitions in the
He� spectrum. This period of time, for the purpose of this
paper, will be referred to as the after glow phase �AGP�. To
model the interaction of the main laser pulse with the cluster,
and to obtain a realistic EEDF at the beginning of the AGP, a
particle-in-cell �PIC� code was used.

This EEDF adds an additional constraint on the coupled
kinetic model and provides a more realistic view of the evo-
lution of the cluster target during the AGP �6�. This model
reveals a plasma, even at the end of the AGP, that is far from
equilibrium in regard to the EEDF and far from steady state
for the level populations. In addition, this model suggests an
explanation for the insensitivity of the He� spectrum above a
critical laser intensity threshold observed in experiment.

II. EXPERIMENT

The Ar cluster experiments were performed with the
JAERI �Kyoto, Japan� 100 TW Ti:sapphire laser system
based on the technique of chirped pulse amplification, which
was designed to generate 20 fs pulses at a 10 Hz repetition
rate and is capable of producing a focused intensity up to
1020 W/cm2 �7,8�. The laser pulses centered at 800 nm were
generated at 82.7 MHz by a Ti:sapphire laser oscillator
�10 fs�. The pulses from the oscillator were stretched to
10 ns, and amplified by a regenerative amplifier and two
stages of a multipass amplifier. In this study the amplified
pulses were compressed to 30 fs by a vacuum pulse com-
pressor yielding a maximum pulse energy of 360 mJ. In ad-
dition, after the regenerative amplifier, the pulse is passed
through a double Pockels cells to reduce the prepulse. The
final contrast ratio between the main pulse and the prepulse,
which precedes it by 10 ns, is greater than 105:1.

In a vacuum target chamber, the measured spot size was
11 �m at 1/e2, which was 1.1 times as large as that of the
diffraction limit. Approximately 64% of the laser energy was
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contained in the 11 �m Gaussian spot. These parameters
give a focused laser peak intensity of 1.0�1019 W/cm2 with
a pulse duration of 30 fs and a pulse energy of 200 mJ.

Ar clusters were produced by expanding high-pressure
�6 MPa� Ar gas into vacuum through a specially designed
pulsed conical nozzle with input and output diameters of 0.5
and 2.0 mm, respectively, and a length of 75 mm. The pa-
rameters of this nozzle were calculated using a model devel-
oped at the Institute of Mathematical Modeling of the Rus-
sian Academy of Sciences �9,10�. The results of this model
have been shown to be consistent with experimentally ob-
tained data �5,11�. In particular, comparisons of Ar gas den-
sity spatial distribution—measured by interferometry, and
the spatial distribution of cluster sizes—measured by light
scattering diagnostics—have demonstrated the predictive ca-
pability of this code.

Simulations of the nozzle employed in this experiment
and x-ray emission analysis of similar experiments suggest

the production of a dense cluster medium with clusters ap-
proximately 1 �m in size �6,12–14�. Since the rate of cluster
decay is primarily determined by the number of atoms in the
cluster, the use of large clusters in conjunction with the
prepulse reduction techniques insured the direct interaction
between the high-density cluster and the main fs pulse. The
laser was then focused about 1.5 mm below the nozzle.

The spatially resolved x-ray spectra were measured using
focusing spectrometers with spatial resolution �15�. The
spherically bent crystal was placed at a distance of 381.2 mm
from the plasma source and was centered at �=4.05 Å,
which corresponds to a Bragg angle of 35.7° for fourth order
reflection of the crystal. This instrument recorded He-like �
spectra of Ar including the associated satellite lines �14�.

III. THEORETICAL METHOD

A coupled nonrelativistic electron kinetic and collisional-
radiative �CR� model was used to characterize this experi-

FIG. 1. �Color� Beginning at
the end of the laser prepulse, the
TRISTAN code simulates the evolu-
tion of the atom number density
Na during the main pulse phase
and partial into the AGP. During
the main pulse, the first 30 fs, the
cluster appears motionless as it is
radiated from the left-hand side.
During the AGP, the ablation of
material on the left-hand side
pushes the cluster to the right-
hand side of the figure. In addi-
tion, this thrust produces a high
density region �yellow and red�
that is seen to persist.

FIG. 2. �Color online� The electric field of the
30 fs main pulse was computed by a 1D PIC

simulation. This figure displays the large degree
of reflected intensity as the laser propagates from
the left-hand side and interacts with the cluster
located between 4.5 and 5.5 �m. Only a thin
shell of the left-hand side of the cluster is directly
exposed to the full laser intensity while a signifi-
cantly reduced electric field �E=1
�1010 V/cm2� has transmitted through the
cluster—as seen in the right-hand side of the fig-
ure. The cluster remained stationary during this
short time duration.
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ment �16�. The atomic structure data produced for this model
constituted over 3000 fine-structure levels spanning the Ne-
like to He-like ionization stages. Atomic configurations up to
principal quantum number n=3, and all x-ray transitions
from n=2 to n=1 within the n=3 manifold were computed.

With time discretized, the evolution of the system was
computed by first propagating the electron kinetics from time
t to t+�t �with a frozen set of level populations computed
from the CR model for time t� to obtain EEDF and then
propagating the CR model from time t to t+�t �with the
EEDF computed for time t+�t� to obtain the level popula-
tions.

Our electron kinetic model, following Bretagne et al.
�17�, solves the zero-dimensional, i.e., spatially independent,
Boltzmann equation:

�f�E,t�
�t

= � �f�E,t�
�t

�
coll

. �1�

Included in the collision term are both elastic �electron-
electron collisions� and inelastic �electron impact excitation,
deexcitation and ionization� contributions:

� �f�E,t�
�t

�
coll

= � �f

�t
�

el�e-e�
+ � �f

�t
�

in
. �2�

To numerically solve the Boltzmann equation, the EEDF is
approximated as a series of constant values within discrete
energy bins

f�E,t� = f�Eu,t� for Eu −
wu

2
� E � Eu +

wu

2
,

where u = 1, . . . ,Nb. �3�

In Eq. �3�, f is the EEDF �the number of free electrons per
unit energy interval per unit volume�, Eu is the midpoint of
the uth bin, wu is the width of the uth bin, and Nb is the total
number of bins. From this bin representation, the Boltzmann
equation may be written as a coupled set of first order dif-

ferential equations. Equation �4� describes the change of
electron population in energy bin u by collisional processes
contained in matrix elements Mu,v�t� that involve the elec-
trons from all the other energy bins:

d

dt
f�Eu,t� = 	

v=1

N

Mu,v�t�f�Ev,t� . �4�

The PIC code used to model the main pulse phase of the
laser-cluster interaction was a one-dimensional �1D� version
of the TRISTAN code �18,19�. 1 This code propagated, in a
fully relativistic manner, 163,840 plasma particles in the self-
consistent fields produced by both the laser and the plasma
resulting from a single irradiated cluster. This version of
TRISTAN contains neither field ionization nor collision phys-
ics. Therefore, we have assumed a constant average ion
charge �Z�=8 that corresponds to the assumed prepulse of
the prepared Ne-like Ar plasma. For the atomic number den-
sities considered, the corresponding ratio of Ne /Ncr varied
from 0.81 to 25.8. Furthermore, due to an observed insensi-
tivity to the shape of the EEDF for plasmas within this den-
sity range,2 the EEDF was computed for an average density
case �Na=6.0�1020 cm−3� and normalized to the free elec-
tron population of each case.

1Within the uncertainties imposed by our assumptions of the ini-
tial conditions of the cluster plasma, the 1D TRISTAN code should
accurately model the coupling between the 30 fs main laser pulse
and the relatively stationary prepulse prepared cluster plasma. The
1D nature of this code, however, precludes it from accurately pre-
dicting the long term expansion of the cluster that is inherently
three dimensional.

2Though the mechanism that couples the laser energy to the
plasma differs for below critical and above critical targets, the val-
ues for the Ne /Ncr ratio chosen in this work did not alter, to any
significant degree, the shape of the EEDF.

FIG. 3. �Color online� PIC produced, non-normalized EEDF at
the end of the main laser pulse. Included are the five Maxwellian
temperatures used to produce the best fit curve through the data to
provide a smooth input EEDF for the Boltzmann solver.

FIG. 4. �Color online� Effects on the time integrated He� and
satellite spectra including increasingly larger amounts of the EEDF
in the spectroscopic calculation. A configuration average model was
used in this study.
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IV. DISCUSSION AND RESULTS

Current modeling capabilities are unable to perform an
end-to-end simulation of the above experiment. However, the
x-ray spectra recorded during this experiment provides a sig-
nature for the high density state of the plasma as it evolves
during the AGP. The modeling set forth here is designed to
obtain this mean atom-number density, �Na�high �that we as-
sume begins at the end of the prepulse and continues through
the end of the AGP� and the time duration of the AGP, ��. In
short, an iterative search procedure has been created to com-
pare time integrated synthetic spectra to the experimental
spectrum by varying the �Na�high and ��. Once an acceptable
comparison has been obtained the detailed behavior of the
high density component of the plasma as it evolves through
the AGP can be extracted.

For the purpose of this model, the time history of the
irradiated cluster has been considered to evolve in three
phases: prepulse phase, main pulse phase and the AGP. Be-
ginning with a cold target, a 10 ns prepulse transforms the
cluster target into a plasma with a moderately dense core:3

we have assumed the system was left in a Ne-like Ar plasma
state with a free-electron temperature of 
140 eV.4 Strong
emission observed in the experimental spectra from doubly
excited states in the Li-like feature �q, r, and a-d� suggest
that the high energy electrons produced by the main pulse
and not the low temperature electrons produced by the

prepulse are responsible for ionizing the plasma through the
L-shell series of ions. In addition, the strength of the features
reveals the existence of a sustained high electron impact ex-
citation and ionization rates that testify to the existence of a
persistent dense plasma core remaining after the prepulse and
on through the AGP. The existence of this persistent dense
plasma region is also supported by the 1D PIC simulations,
Fig. 1.

Throughout the 30 fs main pulse, the plasma remains in a
Ne-like Ar state. PIC simulation results, Fig. 2, in conjunction
with a tunneling ionization model �20,21� predict that the
bulk plasma electric field �E=1�1010 V/cm2� is too low to
field ionize the L-shell ions; in addition, the 30 fs duration of
the main pulse is too short for collisional processes to sig-
nificantly alter the ionization balance of the target. Although
the ionization balance will remain unchanged during this
phase, the EEDF has been shown, through PIC simulations, to
become highly nonthermal as in Fig. 3.

Beginning at the end of the laser pulse is the AGP. All the
spectral modeling performed in this work pertains to this
phase. To initialize the collisional-radiative model the ion
populations are assumed to be in the ground state of Ne-like
Ar, while the EEDF obtained from PIC simulations is used to
initialize the Boltzmann solver.

Figure 3 is the non-normalized EEDF computed by the
PIC code just after the end of the laser pulse. Due to the
extensive computer memory requirements to run the Boltz-
mann solver, the entire EEDF produced by the PIC code
could not be used. Therefore a minimum extent of the EEDF
had to be determined that produced a convergent time inte-
grated He� spectrum; consequently, this study revealed the
role of the high energy tail of the EEDF to the spectra. In
Fig. 4, the spectrum was shown to converge only when the
maximum energy of the EEDF included in the spectral cal-
culation was above 50 keV; this corresponds to an energy
approximately 50 times the Li-like Ar ionization potential
�Ip=918 eV�. In addition, the spectra appear to differ only by

3We have assumed that the single cluster plasma after the prepulse
retains its 1 �m size. Though this may seem unphysical, the critical
quality for this analysis is the atom number density. In addition, 1D
PIC simulations of the interaction of the main pulse with the
prepulse generated plasma are relatively insensitive to reasonable
variations in the size of the plasma.

4The analysis employed here is insensitive to this initial tempera-
ture due to the dominant influence that the main pulse has on the
EEDF.

FIG. 5. �Color online� Synthetic �black line�
and experimental �red points� time integrated He�

and satellite spectra for Case �b�: Na=3.162
�1020 cm−3, ��=5.7 ps. Inset contains least
squares best fit for different Na and their corre-
sponding AGP termination times. In particular,
�a� Na=1.8�1020 cm−3; �b� Na=3.2�1020 cm−3;
�c� Na=5.6�1020 cm−3.
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a proportionality constant, in particular for Emax above
30 keV. The insensitivity of the shape of the spectrum has
been observed experimentally in studies when the total pulse
energy has been varied �13�. The consistency of these two
results suggests that an increase in laser energy simply pro-
motes free electrons into the very high energy tail of the
EEDF. Though this increases the overall intensity of the
spectrum, it does not promote, to any significant degree,
preferential ionization and excitation that may have led to
relative changes in the spectral features.

As the irradiated cluster expands during the AGP phase,
the time-integrated spectrum is expected to contain the cu-
mulative contributions of radiation produced from several
densities. The constant atomic number density �Na� approxi-
mation imposed by our model prevents an accurate reproduc-
tion of the entire spectral range of the He� spectrum as seen

in Fig. 5.5 Therefore we have concentrated our attention in
determining a suitable maximum atomic density necessary to
reproduce the high energy portion of the He� spectrum.

The inset in Fig. 5 displays the best least squares com-
parisons between the experimental spectrum and synthetic
spectra for various constant atomic number densities and
their corresponding AGP termination times. In this general
comparison, the variation in the fitness of these optimal re-
sults was too small to conclusively select one overall best fit.
This illustrates the ambiguity in using time integrated spectra
to characterize these types of experiments.

However, the density sensitivity between the He� reso-
nance line and the intercombination line �I� in Fig. 6 sug-
gests that the spectra produced with Na=3.162�1020 cm−3

more closely resembles these high energy spectral features
�the total spectrum is shown in Fig. 5�.

Figure 7 describes the time history of the EEDF, after the
end of the laser pulse, as computed by the Boltzmann solver
for Na=3.162�1020 cm−3. During the evolution of the
EEDF, the high energy tail characteristic of the PIC generated
EEDF is reduced, while the population in the lower energy
bins is increased. The generation of low energy electrons
early in time is predominantly due to ejected and scattered
electrons produced by electron impact ionization. Interest-
ingly, the EEDF is far from equilibrium at the end of the
AGP ���
5.7 ps as predicted in Fig. 5�. Furthermore,
pseudo-thermalization of the free electrons occurs much later
�after T=27.0 ps� if we allow the predicted constant density
to continue.6 To illustrate the extent that the T=27.0 ps
EEDF result has obtained a thermal equilibrium solution,

5As reported in a similar experiment by Dorchies et al. �22�, no
emission is observed from the “cold” K� line indicating neutral
atoms no longer exist during the AGP.

6Clearly this prediction is an upper limit to the thermalization
time. The natural drop in the density due to the cluster expansion
would be expected to further impede thermalization due to the sub-
sequent fall in the collisional rates.

FIG. 6. �Color online� The sensitivity of the
intensity of the intercombination line �I� relative
to the He� line. The cases shown here correspond
to those found in the inset of Fig. 5: �a� Na=1.8
�1020 cm−3; �b� Na=3.2�1020 cm−3; �c� Na

=5.6�1020 cm−3.

FIG. 7. �Color online� The time history of the EEDF, for times
after the end of the laser pulse, computed for Na=3.162
�1020 cm−3.
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Fig. 7 contains a 2300 eV Maxwellian that has been pre-
dicted from two times the maximum of the 27.0 ps EEDF. In
addition, to the non-Maxwellian EEDF at the end of the pre-
dicted AGP, ion level populations are far from equilibrium
and continue to evolve long after the AGP.

V. CONCLUSIONS

In summary, the high density contribution of the AGP
phase of an ultrashort laser driven Ar cluster experiment was
characterized through spectral modeling and comparisons
with a time-integrated He� spectrum. Our spectral model in-
corporates both time-dependent atomic kinetics and electron
kinetics to model this highly nonequilibrium plasma. In ad-
dition, PIC modeling was performed to model the 30 fs inter-
action between the main laser pulse and the cluster target.
The results from the PIC simulation were then used to initial-
ize the atomic-electronic kinetic model. We have obtained
from our modeling an estimate of �Na�high=3.162

�1020 cm−3 for the high density contribution to the AGP and
acquired evidence that the plasma responsible for this experi-
mental spectrum was far from equilibrium in both EEDF and
ion level populations.

In addition, the full time-dependent spectral model re-
vealed the interesting quality that the high energy electrons,
above a critical threshold value, do not affect the shape of the
time-integrated He� spectrum. This consistent behavior of
the shape of the He� spectrum has been observed experimen-
tally with increased laser pulse energy. This suggests that
increasing the laser pulse energy predominantly drives the
generation of high energy electrons, and these electrons do
not preferentially drive ionization in the plasma.
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